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Abstract 

The results of air quality models have huge implications on decisions related to nation’s budget, public 
health, environment and transport policies, therefore it is imperative that they are evaluated properly to 
achieve the desired outcome. The performance of air quality prediction models are often evaluated 
using statistical performance metrics. In this paper, Bivariate polar plots, Polar annulus plots, Time 
variation plots, Conditional quantile plots, Taylor’s diagrams and Scatter plots in addition to the model 
performance statistics were used to evaluate the performance of Artificial neural network based PM10 
prediction models. The models were developed using three variants of multilayer feed forward neural 
networks (i.e. Multilayer Perceptron Network (MLPN), Radial Basis Function Neural Network (RBFNN) 
and Generalised Regression Neural Network (GRNN)). The data for the modelling consisting of air 
pollutants, traffic and meteorological variables was collected from a street canyon in central London 
(Marylebone Road). The models test results showed that RBFN model was the most accurate of the 
three ANN variants considered having its fraction of predictions within the factor of two (FAC2), 
Coefficient of correlation (R), Coefficient of efficiency (CoE), Root Mean Squared Error (RMSE) and 
Mean Bias (MB) of 0.99, 0.94, 0.69, 7.13 and -0.69 respectively. When the result was further analysed 
with the graphical functions mentioned above revealed that the extreme cases of high and low 
pollutant concentrations were slightly underestimated by the models though improved significantly with 
the use of historic average of the PM10 as an input variable. The models also performed better in 
spring and summer, weekdays and daylight hours, but slightly under predicted the PM10 in autumn, 
winter, and during low traffic flow. The study demonstrated that ANN based models can be used to 
predict PM10 concentrations in street canyons with greater degree of accuracy and an in-depth 
analysis using openair package tools boosted our confidence in recommending the use of the ANN 
based models for street canyon air quality studies. 
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1.0 Introduction 

Transport is one of the major vehicles for socioeconomic development within and outside our 
immediate environment. However, it is the major source of air pollution which affects negatively the 
inhabitants of our cities and their respective environments. Diseases such as Asthma, Bronchitis, 
Pneumonia, and respiratory infections are common to the residents located near major roads (Brauer 
et al., 2002, Kim et al., 2004, McConnell et al., 2006, Lindgren et al., 2009, Heinrich et al., 2005). 
Brunekreef et al. (2009) discovered that long-term exposure to particulate and gaseous pollutants 
emitted by traffic have strong link to respiratory mortality. The effects of air pollution can be effectively 
reduced through provisions of adequate and effective air quality control and mitigation measures 
which are designed and tested using air quality models. The environmental regulatory agencies have 
to supplement air quality measurements with models that are able to predict pollutants concentrations 
and determine the cause of the air quality problems. The use of such models provides opportunity for 
using historic data to study the past scenarios of air pollution episodes and to forecast the likely 
pollution events for the future. The air quality models currently in practice require sufficient knowledge 
of the atmospheric processes and high computational and operational cost. Considering the growing 
need for the cheaper and reliable air quality models, and also the accumulation of air quality data over 
the years, artificial intelligent techniques such as artificial neural networks(ANN) can be used to build 
air quality models with comparable prediction accuracy at a lesser computational cost (Gardner and 
Dorling, 2000). ANNs have been successfully applied in many air quality studies (N Sharma, 2005, 
Amirsasha Bnanankhah, 2012, Singh et al., 2012, Kukkonen et al., 2003, Kumar and Goyal, 2013, 
Russo et al., 2013, Yan Chan and Jian, 2013, Zhang et al., 2013). ANNs can handle air quality 
variables which are complex and nonlinearly related (Esplin, 1995) and produce models that can 
perform extremely well in predicting future occurrences. ANN is a machine learning tool that is 
designed to mimics biological neural system. It acquires knowledge through training and produces 
outputs based on the knowledge of the relationship between the input variables within the training 
data. Although ANN models possesses the qualities required for air quality modelling, it is imperative 
they are evaluated extensively using different performance criteria and compare their performance 
with the existing air quality models in order to ensure their acceptability by the air quality modellers 
and regulatory agencies.  
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Models performance are subject to a human bias judgement which are often minimised through the 
use of quantitative tools to estimate suitable numerical metrics that will give overall performance of the 
model. The quantitative tools are often preceded by using graphical methods that represents the  
sensitivity of the model in the form of graphs, charts, or surfaces, which can be used together with the 
results of mathematical and statistical methods for better representation (Fei et al., 2005). The 
statistical tools often used for evaluating models include systematic and non -systematic root mean 
square error (RMSES and RMSEU), mean bias error (MBE), index of agreement (IA), bootstrap 
estimates of confidence and significance(Willmott et al., 1985). Nagendra and Khare (2006) used 
systematic and unsystematic root mean square error (RMSES and RMSEU), mean bias error (MBE), 
mean square error, coefficient of determination, linear best fit constant (a) and gradient (b), mean of 
the observed and predicted concentration ( തܱ and തܲ) and their standard deviations (ߜO and ߜP) 
respectively, and descriptive statistics ‘d’ values. Yap and Karri (2013) used the mean relative error 
(MRE), root mean square error (RMSE) and the correlation coefficient (R2) in comparing ANN model 
and dynamic model for predicting engine power and tailpipe emission for a 4kw gasoline scooter.  
Kukkonen et al. (2003) evaluated artificial neural network, a linear model and a deterministic model 
using the index of agreement (IA), the squared correlation coefficient (R2) and the fractional bias (FB). 
Detail analysis on statistical parameters for evaluating models can be found in Willmott et al. (1985), 
Willmott (1981) and Petersen (1997). 

The aim of this paper is to compare the performance of PM10 prediction models developed using three 
multilayer feed-forward neural networks (i.e. MLP, RBF and GRNN). The models will be evaluated 
using model evaluation functions provided in an open source air quality data analysis tool “openair 
package” (Carslaw and Ropkins, 2012) of R statistical software (Development CoreTeam, 2013). The 
package has three functions dedicated for model evaluation which include: Model statistics, Taylor’s 
diagram and Conditional Quantile diagram functions. In addition, Bivariate polar plots, Time variation 
plots, Scatter plots and Polar annulus plots functions provided in the package can also be used to 
explore the models performance with respect to the original relationship between the observed data 
and wind directions, wind speeds and traffic volume and other meteorological variables. The functions 
allowed the model predictions to be evaluated at a predefined time units e.g. hourly daily, weekday, 
season or annually. The rest of the paper is divided into three sections. Section two describes 
theoretically the three ANN variants and the evaluation methods used in this study. In section three, 
the results of the models evaluation are presented and discussed and section four is the conclusion of 
the study. 

1.1 Study area  

The data for this study was collected from two air quality monitoring sites (i.e. kerb and background 
sites) for a period between 2000 and 2007. The kerb site is located approximately 1.5m away from 
Marylebone road in central London. The road is housed in a regular street canyon with an aspect ratio 
(H/W) of approximately 0.8. It consists of three lanes in each direction with an annual average daily 
traffic of more than 80,000 vehicles and the outside lane of each direction has been dedicated to only 
buses and taxis (Jones and Harrison, 2006).The data consists of hourly concentrations of gaseous 
and particulate pollutants, traffic volume, vehicle composition, vehicular speeds and meteorological 
variables measured simultaneously at the site. The background concentrations of gaseous and 
particle pollutants were collected from an urban background site located within the south east corner 
of Russell Square Gardens in central London (London Bloomsbury site). These sites are part of UK’s 
Automatic Urban and Rural Network (AURN).  

1.2 Data  

The traffic data at Marylebone road were collected using induction loops buried on each lane with an 
estimated accuracy of 99% for counting and classification. The instruments used for monitoring  PM10 
at the sites  include two similar Tapered Element Oscillating Microbalance (TEOM) Model 1400AB 
with different sampling heads design (Aurelie and Harrison, 2005). The TEOM consists of a filter, 
tapered hollow glass tube and PM10 impactor inlet for measuring PM10 mass (Aurelie and Harrison, 
2005). The traffic data collected was aggregated into Heavy duty (HDV)  and Light duty (LDV) vehicles 
for all the six lanes, and their corresponding hourly averages were summed up to obtain the average 
hourly volume for heavy duty, light duty and the total vehicles flow on the road. The emissions for the 
hourly Light duty vehicles(LDV) and Heavy duty vehicles(HDV) were estimated using emission factors  
derived by Jones and Harrison (2006). The total hourly input variables prepared for the ANN models 
include: Background PM10, 24 hours rolling mean of PM10, Carbon monoxide (CO), Nitric oxide (NO), 
Sulphur dioxide (SO2), Oxides of Nitrogen (NOx), Nitrogen dioxide (NO2), Wind direction, Wind speed, 
Temperature, Solar Radiation, HDV emission strength, HDV volume, LDV emission strength, LDV 
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volume, total traffic volume, Barometric Pressure, Relative Humidity, average traffic speed, and 
Rainfall. The target or response variable is the hourly roadside PM10 concentrations. 

2.0  Methods  

In this section, the three variants of artificial neural networks (i.e. MLP, RBF, and GRNN), the model 
development procedure and the evaluation methods used in this paper are briefly described. The 
modelling exercise considered two separate data compositions. 1. The data containing historic 
average (24 hours rolling mean) of PM10 observations and 2. The data without historic average of 
PM10. In each case, the data collected for a period between 2000 and 2005 was allocated for model 
training and from 2006 to 2007 was allocated for testing the models. During training, the training data 
for each case was fed into an ANN toolbox in MATLAB R2014a software and the models were trained 
several times using various number of hidden neurons until a model with a lowest mean squared error 
(MSE)  was obtained. The trained models were then tested using the testing data sets and the results 
were evaluated using model evaluation functions of openair package (Carslaw and Ropkins, 2012) of 
R statistical software(Development CoreTeam, 2013).  

2.1 Artificial neural networks  

Artificial Neural Network (ANN) models are Machine learning methods designed to mimics the 
behaviour of the part of human brain that are capable of learning and storing information about their 
environment (Bishop, 1995). The ANN architecture consists of layers of neurons that are sequentially 
connected from input layer, hidden layer to output layer respectively, and the data provided to the 
network is processed in the order in which they are arranged. The output of each layer serves as an 
input to the next layer and the output of the output layer is the overall output of the model (Božnar, 
2011). A Neuron is made up of three elements, the connecting links characterised by its weight, a 
summation unit		ܷ௞ which combines the weighted input signals, and an activation function ݂(. )	 for 
translating the input signals into output signals. Mathematically a neuron say	݇, can be represented as 
follows: 

ܷ௞ =෍ݓ௞௝ݔ௝௠
௝ୀଵ 																								݆ = 1,2,3, …,																																																								(1) 

௞ݕ = ݂(ܷ௞ +	ܾ௞)																																																																																																			(2) where			ݔଵ, … , ,ݏ݈ܽ݊݃݅ݏ	ݐݑ݌݊݅	ℎ݁ݐ	݁ݎܽ	௠ݔ ,௞ଵݓ	 . . , ,݇	݊݋ݎݑ݁݊ 	݂݋	ݏݐℎ݃݅݁ݓ	ܿ݅ݐ݌ܽ݊ݕݏ	݁ݎܽ	௞௠ݓ ܷ௞					݅ݏ	ݐℎ݁	݈݅݊݁ܽݎ	ݎܾ݁݊݅݉݋ܿ	, ܾ௞	݅ݏ	ݐℎ݁	ܾ݅ܽݏ, ݂(.  .݇	݊݋ݎݑ݁݊	ℎ݁ݐ	݂݋	݈ܽ݊݃݅ݏ ݐݑ݌ݐݑ݋	ℎ݁ݐ	ݏ݅	௞ݕ	݀݊ܽ	݊݋݅ݐܿ݊ݑ݂ 	݊݋݅ݐܽݒ݅ݐܿܽ	݊ܽ	ݏ݅	(

The type of ANN described above with one or more hidden layers is sometimes called multilayer 
perceptron network (MLPN). During MLPN training, an appropriate training algorithm is invoked to 
train it on the training data. The most commonly used algorithm is supervised back propagation 
algorithm. The ANN training, using this algorithm involved two major processes (i.e. forward and 
backward passes). In forward pass, the predictor variables received by the input neurons are passed 
through connecting links of various weights with which the predictor variables are weighted. The 
weighted predictor variables are then summed up by a linear combiner and transmitted forward to the 
hidden layer neurons. The outputs of the hidden layer estimated by its activation functions are then 
passed onto the output layer where the final output of the neural network will be estimated. The 
activation functions in the hidden layer are mostly differentiable nonlinear functions e.g. sigmoid 
function. They are used in transforming the input space into a higher dimensional space, thereby 
translating them into output signals. The Sigmoid transfer function shown in Equation 3 was used for 
developing Multilayer perceptron networks (MLPN) in this research.  ݂(ݔ) = 11 + ݁ି௫ 																																																																																																													(3) 
The network outputs are then compared with the target response, and their difference is taken as the 
network error, which will then be propagated backward to update various weights within the neural 
network (i.e. backward pass). The iteration continues until minimum error is obtained (Keng, 2010). 
The main difference between MLPN and RBFN is in the manner in which the outputs of the hidden 
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units are computed. RBFN network computes the Euclidean norm distance between the input vector 
and the centre of the RBF units as shown in Equation 4, whereas in MLPN, the activation functions in 
each hidden layer neuron computes the inner product of the input vectors and their respective 
synaptic weight vectors. Another important difference is that, in MLPN, the input-output mapping is 
carried out to give global approximations while RBFN networks construct the local approximations to 
nonlinear input-output mapping. This is an indication that RBFN require much more parameters than 
MLPN to achieve the same level of accuracy (Haykin, 2005). 

(ܺ)ݕ = 	෍ݓ௝௠
௝ୀଵ ൫ǁܺܩ − ௝ǁ൯ݐ + 	ܾ																																																																																				(4) 

Where;  ݕ is the network output, ܺ is the input vector,ݐ௝(j = 	1, 2, … ,m) is the centre of the RBFs, ݓ௝ is 

the weight vector,  ܩ൫ǁܺ − ݌ݔ݁  = ௝ǁ൯ݐ ൬− ǁ௑ି௧ೕǁమଶఋమ ൰ and ܾ is the bias. 

The generalised regression neural network (GRNN) is a multilayer feed forward neural network which 
consists of four layers namely; input layer, the hidden layer, summation layer and an output layer. The 
outputs of the input neurons are fed into the hidden layer where the Euclidean distance between the 
centres of the neurons and the input vectors are estimated. And then apply RBF kernel function (e.g. 
Gaussian function) to estimate the output of the hidden layer neurons which are then passed to the 
summation layer. The summation layer contains two neurons one each for summing the numerator 
and the denominator components of the Equation 5. The numerator summation unit sums up the 
weight values and multiplied by the actual target value	ݕ of each hidden neuron while the denominator 
summation unit sums up the weights values coming out of each neuron. The results of the summation 
units are then passed to the output layer where the numerator values are divided by their 
corresponding denominator values for each case, and the result is the final output of the network. 
GRNN uses the concepts of conditional probability to arrive at the optimal estimation of continuous 
variables.  The joint probability density functions (pdf) of the predictor variables ܺ and the target 
variable ݕ estimated using nonparametric estimation is used to determine the conditional pdf and the 
expected value. GRNN operates in one pass to achieve the desired estimation of the target variable 
not in an iterative manner as in MLPN.  ܧሾݕ|ܺሿ = ׬ ,ܺ)݂ݕ (ݕ ׬ஶିஶݕ݀ ݂(ܺ, ஶିஶ(ݕ ݕ݀ 																																																																											(5)	 
Where the density ݂(ܺ,  .ݕ	and ݔ is usually estimated from a sample of observations (ݕ

2.2 Models evaluation functions 

This section briefly describes the graphical and statistical models evaluation functions used in this 
study. The graphical functions include Scatter plot, Conditional quantile plot, Time variation plot, 
Taylor’s diagram, Bivariate polar plot, and Polar annulus plot. The model statistics function include 
fraction of predictions within the factor of two (FAC2), Coefficient of correlation (R), Coefficient of 
Efficiency (CoE), Root Mean Squared Error (RMSE), Mean Bias (MB), Normalised Mean Bias (MB), 
Mean Gross Error (MGE) and Normalised Mean Gross Error (NMGE). 

2.2.1 Scatter Plots 

The Scatter plot is a simple visual technique which plots the prediction and observation pairs to show 
how they relate to one another. Visually, the model’s over or under prediction can be easily detected 
and quantified. In openair package, the scatter plot function estimates the linear relationship between 
the observed and predicted values, the coefficients of determination, slopes and intercepts of the 
linear equations, and 95% confidence intervals of the fit.  

2.2.2 Conditional Quantile Plots 

The Conditional quantile plot is a simple way of looking at a model performance against real world 
observations for a continuous measurements (Wilks, 2011). The conditional quantile plot function in an 
openair divides both prediction values and observations into bin pairs of equal length and estimates 
the median, 25/75th and 10/90th percentile of each bin, the estimates are then plotted to show how 
predicted and observed values agree with one another. This plot differs from quantile – quantile plot in 
that for a particular interval, it does not use the distribution of the observations and prediction 
separately, but it uses the corresponding values of the observations in predictions. This plot is 
particularly important in revealing how well the distribution of predictions tally with that of the 
observations especially at lower and upper part of the distribution(Carslaw and Ropkins, 2012). 
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2.2.3 Time variation plots 

Time variation plots are useful tools in describing how pollutant concentrations vary with time (i.e. hour 
of the day, day of the week, weekly and monthly etc.). In air pollution studies, these plots could be 
used to reveal information about the likely sources of the emission. In openair package, the time 
variation function produces four time scale variation plots: combined hour of the day and day of the 
week, mean hour of the day, day of the week and monthly variation plots. It can also show the 95% 
confidence interval in the mean values. The uncertainty intervals are calculated using bootstrap 
resampling that would provide a better estimate than assuming normality especially for small data. 
There is also an option for normalising the data which is useful when plotting data with different units. 
The normalisation is done by dividing the concentration or any other variable by their mean values. 
These plots can also be useful in comparing the model predictions and the observations to observe 
how the model predictions agree with the observations on a time scale (Carslaw and Ropkins, 2012).  

2.2.4 Taylor’s Diagram 

Tylor’s diagram is a useful tool for comparing graphically the performance of various models. It shows 
three model performance metrics; the correlation coefficient, standard deviation and centred RMSE. 
Taylor (2001) showed that it was possible to relate these statistics through the use of law of cosines 
on a 2D graph. Taylor’s diagram should not be used alone because the values of the metrics used do 
not depend on the mean bias. They only measure unsystematic errors; therefore, a model might 
systematically over or under predict but still has the same scatter as the observation yielding a perfect 
match for standard deviation (Chang and Hanna, 2004). 

2.2.5 Bivariate Polar Plots 

Bivariate polar plots of pollutants concentrations have been used to discriminate against various types 
and characteristics of emissions sources (Carslaw et al., 2006). These plots describe the joint 
variation of pollutant concentrations, wind speeds and wind direction on a continuous surface using 
polar coordinates. Given a set of pollutant concentrations wind speed and wind directions, suitable 
wind speed-direction bins are obtained, and a mean concentration for each bin is estimated. The wind 
components u and v are estimated using Equation 6 and the pollutant concentrations formed the 
surface of the polar plot. ݑ = തݑ	 sin ൬2ߠߨ ൰ , ݒ = തݑ cos ൬2ߠߨ ൰																																																													(6) 
The generalised additive model (GAM) is then applied to fit the surface in order to extract the real 
source characteristics rather than the noise (Carslaw and Beevers, 2013). A detail description of this 
plot can be found in Carslaw and Beevers (2013). 

2.2.6 Polar annulus plot 

The polar annulus plot describes the temporal variation of pollutants with respect to wind directions. It 
provides a system in which to visualise the trend, seasonal, diurnal and day of the week variations.in 
this paper we used polar annulus plots to display diurnal variations. 

2.2.7 Coefficient of correlation R  

Coefficient of correlation R is a measure of co-linearity between observed and modelled values often 
reported as the coefficient of determination (R2) which indicates how much of the total variation in the 
observation is explained by the model prediction. The values of R range between minus one and one. 
A perfect model is required to have an R value of one while a value near zero indicates little or no 
relationship between the modelled and observed variables. R is estimated using Equation 7. 

ܴ	 = 		 ∑ ௜ܯ) (ഥܯ− × ( ௜ܱ − തܱ)ே௜ୀଵቈට∑ ௜ܯ) − ഥ)ଶே௜ୀଵܯ ቉	ቈට∑ ( ௜ܱ − തܱ)ଶே௜ୀଵ ቉																																										(7) 
Where ܯഥ and	 തܱ represents the mean modelled and observed values respectively.  
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Although this metric may appear attractive, its magnitudes are not consistently related to the predictive 
ability of the model especially when the prediction accuracy is the degree to which the model 
predictions match the magnitude of the observations (Willmott, 1982). It is a usual practice to report 
the statistical significance associated to this metric to aid in interpreting the correlation coefficients; 
however, Willmott and Wicks (1980) demonstrated that statistical significance of R may be misleading 
since they are not related to the sizes and differences between observed and modelled values. 
Willmott (1982) discourage the use of R as part of the model performance measures due to ill-defined 
relationship and inconsistencies between the values of R and the model performance. However, 
several model evaluation tools include this metric as part of the array of model performance measures 
and is still being reported in recent researches involving model evaluation (Bennett et al., 2013, Thunis 
et al., 2012, ASTM, 2010, Carslaw and Ropkins, 2012).  

2.2.8 Root Mean square error (RMSE) 

Root mean square error (RMSE) is a measure of the average error produced by a model and is 
among the best measures of overall model performance which can be easily interpreted since they 
carry the same unit as the modelled and observed values. Although it is sensitive to extreme values, it 
reveals the actual size of the error produced by the model unlike R that is affected by the higher and 
low standard deviations of both observed and modelled values. However it does not reveal the types 
or sources of the error which will assist greatly in refining the models (Willmott, 1982, Willmott, 1981). 
RMSE value varies between 0 and	∞, with 0 being RMSE for an ideal model.  It is estimated using 
Equation 8. 

ܧܵܯܴ = 	ඩ1ܰ෍(ܯ௜ − ௜ܱ)ଶே
௜ୀଵ 																																																															(8) 

2.2.9 Fraction of predictions within a factor or two (FAC2) 

The Fraction of predictions within a factor or two (FAC2) measures the fraction of the model prediction 
that satisfies the condition in Equation 9. A model which satisfies the condition would have a value of 
FAC2 equal to 1. Chang and Hanna (2004) described FAC2 as a robust performance measure since it 
is not affected by outliers. 2ܥܣܨ = 0.5	 ≤ ௜௜ܱܯ 	≤ 	2.0																																																																					(9) 
2.2.10   Mean Bias (MB)/ Normalised mean bias(NMB) 

The Mean Bias (MB) is the measure of the model under or over prediction estimated as the difference 
between the mean observed ܯ௜	and the mean predicted values	 ௜ܱ . It is estimated using Equation 10. 
MB values range from -∞	݋ݐ + 	∞ with zero being MB value for an ideal model. Although MB is being 
used as model performance measure its major weakness is that it does not provide more diagnostic 
value than the mean values of observed and predicted. Willmott (1982) suggested that the mean 
values of observed and predicted should be reported instead of MB since they are more familiar to the 
researchers and contain little more information than MB. NMB (i.e. Equation 11) is a normalised 
version of MB, and it is often used when comparing different pollutants concentration scales.  ܤܯ = 1ܰ෍(ܯ௜ − ௜ܱ)ே

௜ୀଵ 																																																																														(10) 
ܤܯܰ = 1ܰ෍ቆܯ௜ − ௜ܱ∑ ௜ܱே௜ୀଵ ቇ																																																																								(11)ே

௜ୀଵ  

2.2.11   Mean Gross Error (MGE)/ Normalised mean gross error (NMGE) 

Mean Gross Error (MGE) is a measure of model error regardless of whether it is under or over 
prediction and it has the same unit as model and observed values. Normalised mean gross error 
(NMGE) has the same interpretation as MGE with added advantage when comparing pollutants of 
different unit scales. They are estimated using Equation 12 and 13. ܧܩܯ = 1ܰ෍|(ܯ௜ − ௜ܱ)|																																																																						(12)ே

௜ୀଵ  

ܧܩܯܰ = 1ܰ෍(|(ܯ௜ − ௜ܱ)|∑ ௜ܱே௜ୀଵ )ே
௜ୀଵ 																																																																	(13) 
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2.2.12 Coefficient of Efficiency (ܥoܧ) 

Coefficient of efficiency CoE is  the measure of model efficiency that is robust and easy to interpret 
(Legates and McCabe, 2012). This measure has interpretation for zero and negative values. A perfect 
model has COE value of one. Zero values of COE indicate that the model’s prediction accuracy is not 
more than the observed mean values of the data and negative COE values indicates that the model’s 
prediction accuracy is worse than the observed mean. It can be estimated using equation 14. ܧܱܥ = 1 −	 ∑ ௜ܯ)| − ௜ܱ)|ே௜ୀଵ∑ ห൫ ௜ܱ − పܱഥ ௜൯หே௜ୀଵ 																																																																												(14) 
3.0 Results and Discussions 

This section presents the discussion on the test results of the three variants of ANN (i.e. MLPN, RBFN 
and GRNN) models developed in this study. The models were tested for predicting the PM10 
concentrations collected at the Marylebone road site between 2006 and 2007 and their performance 
statistics are shown in Table 1. The MLPN model with 24 hour rolling mean of PM10 in the input 
variables (MLPN-Hav) and the two RBFN models showed excellent performance with 99 percent of 
their prediction within the factor of two (FAC2) of the observed PM10 and the root mean squared errors 
(RMSE) of 7 to 7.5 µg/m3. They also have their coefficient of efficiency (CoE) values approximately 0.7 
which means that the models prediction is approximately 70 percent more accurate than the mean 
value of the observed PM10. The Normalised Mean Gross Error (NMGE) values shows that the gross 
errors for the three models are approximately 12 percent. However the two GRNN and MLPN models 
are the least performing models with quite lower performance statistics than the models mentioned 
above. The improvement in the performance of the models is evident due to the use of historic 
average of PM10 as one of the predictors. All the models have slightly under predicted the observed 
PM10 concentrations with normalised mean bias error (NMB) ranging between 2 and 4 percent. The 
coefficient of correlation (R) values for the models ranges between 0.9 and 0.94 which indicates that 
the models prediction correlates well with the observed PM10 concentrations. 

Table 1:  Model Performance Statistics 

The prefix Hav indicates the models that includes the historic average (24hour rolling mean) of the observed PM10 in the input 
variables 

Model n FAC2 MB MGE NMB NMGE RMSE r COE 

RBFN_Hav 9080 0.99 -0.69 4.74 -0.02 0.12 7.13 0.94 0.69 

MLPN_Hav 9080 0.99 -0.72 4.76 -0.02 0.12 7.49 0.93 0.69 

RBFN 9080 0.99 -0.66 4.96 -0.02 0.12 7.48 0.93 0.68 

GRNN_Hav 9080 0.98 -1.92 6.20 -0.05 0.16 8.98 0.91 0.60 

GRNN 9080 0.98 -1.77 6.77 -0.04 0.17 9.61 0.90 0.56 

MLPN 9080 0.95 -0.86 7.02 -0.02 0.18 10.30 0.88 0.55 

To further analyse the relative variation of the standard deviation, coefficient of correlation, and 
centred root mean squared error the Taylor’s diagram became handy and was plotted for the four UK 
seasons as shown in Figure 1. Taking all the seasons into consideration, the MLP model shows 
various degree of overestimation indicated by the black dashed lines in the diagram, but in winter it 
has shown nearly the same standard deviation with the observed concentrations. Its correlation 
coefficient is lower than the remaining models while its cantered root mean squared error is 
consistently higher than that of the remaining models in all the seasons. The two GRNN models 
showed consistent underestimation much further away from the dashed lines throughout the seasons. 
The two RBFN and the MLPN_Hav models are the best models having consistently being closer to the 
dashed lines with higher correlation coefficient and lower centred root mean squared error. They 
showed slight under estimation in spring, autumn and winter, but in summer, the MLPN_Hav showed 
slight overestimation while the two RBFN models have the same standard deviation with the observed 
concentrations. Generally the models performance did not show significant seasonal variations. 
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Figure 1:  Taylor’s Diagram showing models performance 

3.1 Common Air Quality Statistics 

The models have slightly under predicted the PM10 concentrations as indicated by the performance 
metrics above, however, it was not clear to what extent this will affect the credibility of the model 
predictions. Therefore, it is important to check the models accuracy in predicting the common air 
quality statistics as shown in Figure 2. The mean and median of the observed and modelled 
concentrations were approximately the same. The largest error occur in the estimation of maximum 
and minimum concentration however, all the values fall within the same air quality index band with the 
observed values. The RBFN and MLPN models performed well with slight underestimation of the days 
with PM10 concentrations greater than 50 µg/m3 which is the daily limit that should not be exceeded 
more than 35 days a year according to EU directive 2008/50/EC on ambient air quality. The maximum 
daily values were either overestimated or underestimated by 1 index band but are all within the same 
description (i.e. High). The MLPN and RBFN models have their statistics much closer to the observed 
than the GRNN models and their predictions mostly fall within the same index band with the observed 
concentrations. 

Figure 2:  Air Quality Metrics for PM10 in 2007 
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3.2 Analysis of the spread of the modelled concentrations  

The scatter plots in Figure 2 shows that the MLP and GRNN predictions have larger spread around 
the lines at the centre than the remaining models. This shows the extent of their over and under 
predictions. The bulk of the observed PM10 concentrations lies within 0 to 80 µg/m3 and the models 
performed well in capturing these range of values. The GRNN models have more points under the 
continuous line at the centre which shows that they have underestimated most of the points and much 
more severe towards the higher values. The RBF models have much narrower prediction spread as 
such, they can be judged as the most accurate methods among the three methods under considera-
tion. 

Figure 3:  Correlation between modelled and observed PM10 

In Figure 3, the two dashed lines indicates the boundary of the factor of two (FAC2) and the continuous line at the centre shows 
the 1:1 line for the PM10 observations and the key shows the frequency of the values separated by the colour scale. 

Figures 4 and 5 are the conditional quantile plots showing the overall and seasonal performance of the 
models respectively. The plots show how the models prediction agree with the observed values and 
more importantly how the minimum and maximum values are captured by the models as they are the 
main concern for regulatory purposes. The two RBFN models and MLPN_Hav performed well in 
predicting the lower and higher values. The shaded portion of the plot indicates the quantile intervals 
of the predictions and the models have narrow spread which is an indication of their degree of 
agreement with the PM10 observations. The MLP model performed poorly and its predictions barely 
captures more than 70 µg/m3 accurately. Although the performance statistics showed that the MLPN 
and GRNN models performed poorer than the remaining models, it was not clear where the models 
failed. However looking at Figure 4 it is glaringly clear that the models failed in capturing extreme 
cases of PM10 concentrations.  

 

 

 

 

 

 

 

 

 

Figure 4: Conditional quantile plots comparing modelled and observed PM10 
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It is a well-established fact that the air pollutants are sensitive to seasonal variations, therefore, it 
important to examine the models response to the seasonal changes in the pollutant concentrations. 
Figure 5 shows that the highest concentration was observed in autumn with about 160 µg/m3 followed 
by summer and winter with about 150 and 140 µg/m3 respectively. During spring, the MLPN_Hav and 
the two RBFN models performed well with slight under predictions in the region of higher 
concentrations. The remaining models barely predicted more than 100µg/m3 accurately and their 
values have larger spread indicated by the quantile intervals. In summer, the MLPN model is the least 
performing model while GRNN and RBFN performed fairly well in predicting concentrations below 100 
µg/m3. The RBFN_Hav was the best model in this season because it captured the higher 
concentrations accurately. In autumn, the MLP and the two GRNN models did not predicted the 
concentrations above 100 µg/m3 accurately, while the MLPN_Hav and the two RBF models were 
slightly better in that respect. In winter, the models were more accurate in capturing concentrations 
below 100 µg/m3 with RBFN having more accurate predictions towards the region of higher 
concentrations. In general, the models prediction reflects the seasonal changes existed in the 
observed concentrations especially in terms of data coverage but mostly with slight underestimation of 
higher concentrations.  

Figure 5:  Conditional quantile plots showing the seasonal models performance. 

3.3 Analysis of Temporal and Spatial variations 

Temporal variation is an important characteristics of roadside pollutant concentrations as they tend to 
vary with the traffic flow on the road. The Polar annulus plots shown in Figure 6 depicts the temporal 
variations captured by the ANN models. The observed PM10 concentrations were lower between 
12:00AM and 6:00AM and much higher from 8:00AM to 6:00PM. The higher concentrations were 
shown to be more associated with the winds coming from Southwest, South and Southeast. The 
models have accurately reflected these properties in their predictions most especially the RBFN and 
MLPN model. However the GRNN models were shown to have under predicted the higher concentra-
tions though adequately captured the temporal variations. 
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Figure 6:  Polar annulus showing the models performance 

Figure 6 shows the Polar annulus Plots comparing the agreement hourly variations between the model prediction and the 
observed data. The graduated marks on North, South, East and West indicates hours of the day. The plots also show the 
variation of the particle concentrations with wind direction and wind speed. The colour scale shows the PM10 concentration 
levels from low (blue) to high (red) by wind directions. 
 
The reference (rooftop) wind directions and wind speeds plays a vital role in dispersing pollutants 
within and outside the street canyon (Marylebone road), therefore, polar plots shown in Figure 7 are 
important tools that describes the dispersion of the pollutants by wind sectors and at various wind 
speeds. The 7th panel in Figure 7 shows that the observed PM10 concentrations were higher along the 
axis of the road (750 - 2250) and more associated with the East, Southeast, South and Southwest 
winds which were the dominant wind directions and speeds at the site. The high concentration 
associated with the East occurred mostly at higher wind speeds while those of Southwest occurred at 
both low and high wind speeds. The models performed extremely well in capturing the wind 
characteristics at the sites with various degrees of prediction accuracies. For example the RBF and 
MLP models have done well in identifying the regions on the plots with higher concentrations with little 
underestimation while the GRNN models generally underestimates the higher concentrations 
associated with lower to average wind speeds.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7:  Polar Plots comparing modelled and observed PM10 
 
In Figure 7,the surface of the plot shows PM10 concentrations by wind directions and the colour code express the amount of 
PM10 concentrations from lower to higher concentrations and the dashed circles indicates wind speed intervals 
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The performance of the models in accounting for the daily variations in the PM10 concentration is 
shown in Figure 8. The two GRNN and MLPN models have shown consistent slight underestimations 
throughout the week, while the MLPN_Hav and the two RBFN models have shown better agreement 
with the observed daily PM10 concentrations. Also the models captured the general pattern of the daily 
concentrations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8:  Time variation Plot comparing daily variation of the modelled and observed PM10 
 

The RBFN-Hav model was found to be the most accurate in most of the analysis carried out above, 
and hence it was further investigated to examine its hourly, daily, weekly and monthly variations as 
shown in Figure 9. Its hourly predictions were predominantly accurate with slight overestimation during 
the daylight hours and also slight underestimation during dark hours. The daily predictions were also 
accurate with an average underestimation of approximately 1 µg/m3. The predictions were mostly 
accurate during spring and summer and mostly under predicted autumn and winter concentrations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Time variation Plot comparing daily variation of the RBFN_Hav modelled and observed PM10 

 
4.0 Conclusions 

Three variants of Neural networks namely GRNN, MLPN, and RBFN were used to develop ANN 
based PM10 prediction models in this study. The performance of the models were compared and 
evaluated extensively using “openair package” a freely available air quality data analysis tool based on 
R statistical software.  The package offered great flexibility for analysing the performance of the 
models not only with statistical performance metrics but with graphically coded functions where the 
models performance can be visually examined under different circumstances. 
Generally, the models performed excellently in capturing the overall nature of the PM10 observation at 
the sites. Their predictions mostly conformed to the seasonal, monthly, weekly, daily and hourly 
variations of the PM10 observations, however, the models differ in their prediction accuracies. The RBF 
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networks were found to be the best performing models, and the model with 24 hour rolling mean of the 
PM10 observations as part of their predictors were also better than those without the 24 hour rolling 
mean. The models slightly under predicted the PM10 observations between 6:00PM and 6:00AM but 
much more accurate prediction during daylight hours. The models were also better in predicting the 
PM10 concentrations during spring and summer and also slightly under predicted the PM10 
concentrations during autumn and winter seasons. They also captured the relationships between the 
observation and the reference winds at the site. The RBF networks were the best in most the analysis 
carried out in this study. However, our experience has shown that MLP networks were easier and 
quicker to train when the training data is big and also they require less computer memory. But if the 
training data is not big RBFN is quicker and also much more accurate. The GRNN models were found 
to be the least performing models, but slightly better than MLPN when considering the predictors 
without 24 hour rolling mean of the PM10 concentrations. Therefore it can be concluded that the ANN 
based models can be used to predict PM10 concentrations in street canyons with greater degree of 
accuracy and in-depth analysis using openair package tools boosted our confidence in recommending 
ANN based models for street canyon air quality studies.  
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